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Education
2019 – Present ] University of California, Los Angeles, Westwood, California.

Doctor of Philosophy in Computer Science
Thesis Advisor: Quanquan Gu

2015 – 2019 ] Peking University, Beĳing, China.
Bachelor of Science in Machine Intelligence
Thesis Advisor: Liwei Wang

Research Interest
] My research agenda revolves around AI alignment with human feedback and aims to develop efficient and

trustworthy alignment approaches, that are motivated by real-world applications, yield new theoretical
insights, and demonstrate tangible practical impacts. I work on designing principled and efficient methods
for preference learning and reinforcement learning. I also work on trustworthymachine learning
including federated learning and privacy protection.

Honors and Awards
2023 ] Dissertation Year Fellowship, University of Calofornia, Los Angeles.
2017 ] China National Scholarship, Peking University.
2016 ] Founder Scholarship, Peking University.
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Academic Services
Reviewing
2020 – present ] ICML, reviewer

] NeurIPS, reviewer
] ICLR, reviewer
] AISTATS, reviewer

2022 ] AAAI, Senior PC member

Teaching Experience
Winter 2021,22,23 ] UCLA CS 161: Fundamental of Artificial Intelligence

Teaching Assistant
Re-formulated the course homework and projects, as well as prepared and graded mid-
term and final exams.

Spring 2023 ] UCLA CS 31: Introduction to Computer Science
Teaching Assistant

Fall 2020 ] UCLA CS M51A: Logic Design of Digital Systems
Teaching Assistant



Professional Experience
2023 ] Bytedance AI Lab, Los Angeles, California.

Research Scientist Intern, Drug Discovery
Working on multi-conformation generation of large protein molecules. Utilizing diffusion models
and molecular dynamics.

2022 ] NEC Laboratories America, Princeton, New Jersey
Research Intern, Data Science and System Security
Worked on personalized federated learning and developed a method based on mixture models.


